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Abstract

The complex systems approach to cognitive science invites a new understanding of extended

cognitive systems. According to this understanding, extended cognitive systems are heterogenous,

composed of brain, body, and niche, non-linearly coupled to one another. This view of cognitive

systems, as non-linearly coupled brain–body–niche systems, promises conceptual and methodologi-

cal advances. In this article we focus on two of these. First, the fundamental interdependence among

brain, body, and niche makes it possible to explain extended cognition without invoking representa-

tions or computation. Second, cognition and conscious experience can be understood as a single

phenomenon, eliminating fruitless philosophical discussion of qualia and the so-called hard problem

of consciousness. What we call ‘‘extended phenomenological-cognitive systems’’ are relational and

dynamical entities, with interactions among heterogeneous parts at multiple spatial and temporal

scales.

Keywords: Complexity; Dynamical systems; Extended cognition; Consciousness

1. Introduction

Despite its obvious importance in 20th century philosophy, The Concept of Mind (Ryle,

1949) did not contain satisfactory solutions to many of the problems it addressed. Even Ryle

himself thought so, and spent many years later in life trying to address what he took to be

the great shortcoming of The Concept of Mind. Ryle realized that his early work did not give

an adequate account of the real-time activity of thinking, the sort of activity Rodin’s Le Pen-

seur is engaged in. Ryle’s later attempts to solve this problem were aimed at explaining how
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real-time thinking was not merely speaking, aloud or to oneself, but at the same time not

something other than speaking. For example in his ‘‘Thinking and Saying’’ (1979), Ryle

wants to describe thinking in a way that is not reductionist, but still avoids inflating it into

something mysterious, because such ‘‘Reductionist and Duplicationist theories are the heads

and tails of one and the same mistake.’’(p. 80)

The specific notion of Thinking, which is our long term concern, has been duly deflated

by some philosophers into Nothing But such and such; and duly reinflated into Something

Else as Well. (p. 80)

To get between the ‘‘Nothing But’’ and the ‘‘Something Else as Well’’ conceptions of

thinking, Ryle asks us to consider pennies. A penny is more than a mere metal disk (it is not

Nothing But a metal disk), but when you have a penny you do not have two things (you do

not have a metal disk and Something Else as Well). Similarly, Ryle argues, thinking is not

Nothing But speaking, but it is not Something Else as Well. We do not endorse Ryle’s story

about real-time thinking, not even in outline, but we do agree with his contention that the

right story about it must be neither reductionist nor duplicationist. We think the same is true

of conscious experience.

In this article, we will lay out a story about conscious experience that is neither reduction-

ist nor duplicationist. Conscious experiences, we will argue, are not Nothing But brain activ-

ity, but this does not mean they are to be reified as Something Else as Well. Telling this sort

of story about consciousness seems impossible, and may in fact be impossible, given the cur-

rent problem space in philosophical discussions of consciousness. That is, the landscape of

the debate has become so constrained that there is no space between reductionism and dupli-

cationism, and we are stuck with immaterial qualia, hard problems, harder problems, and

really hard problems, but nothing that seems like a satisfactory solution; indeed, the hard

problem seems cooked up to be straightforwardly solvable only by dualism or eliminativism.

More importantly, debating the hard problem yields no empirical progress. Our goal here is

to alter the landscape, and, we hope, allow some progress in understanding consciousness.

This alteration to the landscape will be made by taking work in extended cognition seriously,

and arguing that taking cognitive systems to be extended brain–body–environment systems

makes it attractive to take experience to be an essential feature of extended brain–

body–environment systems. In other words, we will be arguing that if you believe, as a

growing number of cognitive scientists and philosophers now do, that cognitive systems

include portions of the extra-neural, extra-bodily environment, you probably should also

believe that consciousness includes portions of the extra-neural, extra-bodily environment.

We believe that both cognition and consciousness are extended, and we will therefore often

speak of ‘‘extended phenomenological-cognitive systems.’’1 In such systems, conscious

experience is neither Nothing But brain activity, nor Something Else as Well (i.e., qualia).

We proceed as follows. In Section 2, we introduce extended cognitive science. Our main

purpose there will be to limit the scope of extended cognitive science so that it includes

explanation using dynamical systems theory, but does not include wide computational

explanation. Our extension from extended cognition to extended phenomenology-cognition
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is licensed only by cognitive science that explains using dynamical systems theory. In

Section 3, we make the case for the leap from extended cognition to extended phenomenol-

ogy-cognition, via a discussion of the relationship among representationalism, computation-

alism, and qualia. Having explained why one might take both phenomenology and cognition

to be extended and inseparable, we present an outline of a theory of extended phenomeno-

logical-cognitive systems in Section 4. In Section 5, we tie our theory of extended phenome-

nological-cognitive systems to recent work in evolutionary-developmental biology. In

Section 6, we outline some examples of extended phenomenological-cognitive science. The

point of this will be to show that one can explain extended phenomenology and cognition

simultaneously, and possibly make some progress in explaining consciousness. Section 7 is

a brief coda on the so-called ‘‘hard problem of consciousness.’’

2. Extended cognition, first pass

The idea that cognitive systems are spatially extended, encompassing more than the brain

and body, is not new. For example, in the early 20th century, William James argued that acts

of perception included both the perceiver and the perceived. For most of the 20th century,

although, extended cognition received little attention. A convergence of results in AI and

robotics (Agre & Chapman, 1987; Beer, 1995; Brooks, 1991), perception (Solomon &

Turvey, 1988; Warren, 1984), developmental psychology (Thelen & Smith, 1993) 2, and

mathematical modeling (Kelso, 1995; Kugler & Turvey, 1987; Port and van Gelder, 1995)

changed this. Now, we have philosophical theories of things called ‘‘enactive cognition,’’

(Noe, 2005; 3Thompson, 2007; Varela, Thompson, & Rosch, 1991) ‘‘existential cognition,’’

(McClamrock, 1995) ‘‘extended cognition,’’ (Clark & Chalmers, 1998) ‘‘embodied cogni-

tion,’’ (Clark, 1997) ‘‘wide computationalism,’’ (Wilson, 2004) ‘‘situated cognition’’

(Clancey, 1997; Hutchins, 1995) and many other names for roughly the same thing—the

view that cognitive systems at least sometimes extend beyond the skin of the cognizer.

Because there are many views in this vicinity, it is best that we define what we mean by

‘‘extended cognition.’’ The literature makes a distinction between embodied, situated, and

extended cognition in supposedly ascending order of radicalness. The first claim says

roughly that mind exists in the entire body, and not just in the central nervous system. The

second claim says that certain environmental or social background conditions are necessary

for certain cognitive functions. And the third claim holds that brain–body–world are dynam-

ically coupled and thus mental states and cognitive functions might be viewed as extending

spatiotemporally beyond the skin of the organism. This last claim is the heart of extended

cognition. Extended cognition, then, is the claim that at least in some cases, the environment

serves as more than the mere background for and input to the cognitive system; it is a neces-

sary part of the cognitive system. It is important to note the qualifiers ‘‘sometimes’’ and ‘‘in

some cases’’ appear in the formulations above. Proponents of extended cognition need not,

and generally do not, claim that all cognitive systems are extended all of the time. The

claim, rather, is that sometimes cognitive systems are brain–body–environment systems,

which does not preclude them sometimes being exclusively neural systems.
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For current purposes, we need to limit the scope of extended cognition to more than that

is typical 4. Typically, there are taken to be two kinds of extended cognitive science: wide

computationalism and dynamical systems explanation. In wide computational explanation,

the cognitive system is taken to be a computational system, some of the elements of which

lie outside the animal’s body. The most famous example of such a system is from work in

connectionist networks by Rumelhart et al., (1986). The suggestion there is that the pattern-

completing brain was only a proper part of the cognitive system, the rest of which was exter-

nal to the thinker’s body. Rumelhart et al’s example was solving mathematical problems on

a chalkboard. In such a case, it was argued that the cognitive system included the brain, the

chalkboard, and the act of writing on the board. Philosophers who have endorsed wide com-

putationalism include McClamrock, (1994) 5, Clark (1997), Anderson (2003) and Wilson

(2004). Therefore, the debate between wide computationalists and standard computational

cognitive science is really a relatively ‘‘in house’’ dispute about the spatial scope of the

computational mechanism—whether the chalkboard is a component in the computational

system or merely the background against which it operates. Neither side in the debate denies

computationalism, the claim that cognition is a variety of computation.

In dynamical systems explanation, one adopts the mathematical methods of non-linear

dynamical systems theory, employing differential equations rather than computation as the

primary explanatory tool. Dynamical systems theory is especially appropriate for explaining

cognition as interaction with the environment because single dynamical systems can have

parameters both inside and outside the skin. For example, we might explain the behavior of

the agent in its environment over time as coupled dynamical systems, using something like

the following coupled, non-linear equations, from Beer (1995, 1999):

dxA

dt
¼ AðxA;SðxEÞÞ

dxE

dt
¼ EðxE;MðxAÞÞ

where A and E are continuous-time dynamical systems, modeling the organism and its envi-

ronment, respectively, and S(xE) and M(xA) are coupling functions from environmental vari-

ables to organismic parameters and from organismic variables to environmental parameters,

respectively. It is only for convenience that we think of the organism and environment as

separate. In fact, they are best thought of as comprising just one system, U. Rather than

describing the way external factors cause changes in the organism’s behavior, this model

explains the way U, the system as a whole, changes over time (see Fig. 1). Among those

who have endorsed dynamical systems explanations of extended cognitive systems are

Kugler, Kelso and Turvey (1982) 6, Kugler & Turvey (1987), van Gelder (1995), Port and

van Gelder (1995), and Kelso (1995), Thompson (2007).

When cognitive systems are non-linearly coupled brain–body–environment systems that

receive a dynamical explanation, it follows that the cognitive system really is extended. A

dynamical system is linear or non-linear depending on the nature of the equations of motion
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describing the system. A differential equation system dx ⁄dt = Fx for a set of variables

x = x1, x2,...,xn is linear if the matrix of coefficients F does not contain any of the variables

x or functions of them; otherwise it is non-linear. A system behaves linearly if any multipli-

cative change of its initial data by a factor b implies a multiplicative change of its output by

b. A linear system can be decomposed into subsystems. However, decomposition fails in the

case of non-linear systems. When the constituents of a system are highly coherent, inte-

grated, and correlated such that their behavior is a non-linear function one another, the sys-

tem cannot be treated as a collection of uncoupled individual parts. Thus, if brain, body, and

environment are non-linearly coupled, their activity cannot be ultimately explained by

decomposing them into subsystems or into system and background. They are one extended

system. This case is trickier for wide computational systems for two reasons. First, it is not

obvious that brain, body, and environment are non-linearly coupled in wide computation.

Second, in wide computational systems, the brain is, at least partly, operating on representa-

tions of the environment, making space for an argument that the represented environment,

not the environment itself, is a component of the computational system.

For the purposes of this article, only cognitive systems explained or conceived as non-

linear dynamical system are extended. We make this restriction because the claim that phe-

nomenology is extended is not licensed by wide computational explanation. Thus, from now

on, by ‘‘extended cognitive system’’ we mean ‘‘non-linearly coupled brain–body–environ-

ment system.’’

3. From extended cognition to extended phenomenology-cognition

In this section, we layout a pathway from extended cognition to extended experience, to

what we call ‘‘extended phenomenology-cognition.’’ This pathway in no way constitutes a

deductive argument—extended phenomenology-cognition does not logically follow from

extended cognition. Rather, what we are offering is a pathway from current practice in cer-

tain segments of the cognitive sciences to a view of consciousness that avoids much of the

   A

E

S

M

U

Fig. 1. Xxxx. 28
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current problematic that defines consciousness studies. Because we are not offering a deduc-

tive argument here, the reader is welcome to not follow us down the path. You can get off

the highway at any point, but all exits lead to Qualia City and the hard problem of con-

sciousness.

Step 1. Suppose that cognitive systems are extended2, that is, suppose that cognitive sys-

tems are non-linearly coupled brain–body–environment systems, there is no good reason,

other than intuition, not to believe that experience is extended. Why? Let us go to Step 2. 7

Step 2. In extended cognitive science, non-linearly coupled animal–environment systems

are taken to form just one unified system. This removes the pressure to treat one portion of

the system as representing other portions of the system—at least for many cognitive acts.

That is, if the animal–environment system is just one system, the animal portion of the sys-

tem need not represent the environment portion of the system to maintain its connection

with it. There is no separation between animal and environment that must be bridged by rep-

resentations. So extended cognition invites anti-representationalism. Of course, extended

cognition does not entail anti-representationalism and many extended cognitive scientists

are also representationalists. Nonetheless, anti-representationalism is made plausible by the

non-linear connections between animal and environment one sees in extended cognitive sys-

tems.

Step 3. To paraphrase Fodor (1981), and with apologies to Picininni (2008), we can say

that there is no computation without representation. So anti-representationalist extended

cognitive science is incompatible with the computational theory of cognition.3

Step 4. The current problem space for consciousness studies is largely the result of the

influence of the computational theory of the mind, even for those who reject computational-

ism. Computationalism makes it seem as if there are two different mind–body problems:

one for cognition and one for consciousness. That the computationally explained mind could

have meaningful cognitive states is demonstrated by completeness results in formal logic.

Given these, we can easily imagine that a human-made machine might have meaningful

cognitive states, maybe, even meaningful cognitive states just like ours. But, for most cogni-

tive scientists and philosophers of mind, computationalism-laden intuition recoils at the idea

that metal and plastic would be a locus of conscious experience.4 It is this presumed orthog-

onality of cognition and consciousness that determines the current problem space, leaving

us with the following set of possible positions on the relationship between cognition and

consciousness. One might reduce consciousness to cognition; one might reduce cognition to

consciousness; or one might live with qualia, which after all are nothing but consciousness

minus cognition (e.g., the experienced greenness of grass, without categorization of it as

being green or grass). That is, we are left with the choice between consciousness being

Nothing But cognition, and consciousness being Something Else as Well. But if we take

Step 3, we need not take cognitive systems to be computational systems. This removes the

impetus for the intuition that there are two mind–body problems, that cognition and con-

sciousness must be separate.

Step 5. Instead, we can understand phenomenology and cognition as inseparable and

complementary aspects of coupled brain–body–environment systems. On our view, experi-

ence is cognition and cognition is experiential. Our cognitive, conscious, and behavioral
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capacities co-explain and co-determine each other dynamically in a way to be explicated

shortly. The systems that cognitive scientists have identified as extended cognitive systems

are in fact extended phenomenal-cognitive systems. Taking this position has several advan-

tages.

First, it deflates many of the seemingly insoluble problems that mark current work on

consciousness, because there is only one mind–body problem, there is no hard problem of

consciousness unless there is also a hard problem of meaningful cognition. That is, from the

extended phenomenological-cognitive science perspective, experience is no more rare,

strange, and exotic than cognition—consciousness is no cause for handwringing from this

empirical perspective. In fact there is no ‘‘mind–body’’ problem as such because mind–

body–behavior is simply one process. The purely metaphysical hard problem concerning

why we have phenomenology at all (Chalmers 1996) 8is transformed into the purely empiri-

cal problem of explaining how extended phenomenology-cognition works. This is still a

hard problem, but clearly a tractable, empirical one—indeed it is what cognitive scientists,

psychologists, and neuroscientists spend their time doing.

Second, the problematic search for neural correlates of conscious experience as a suffi-

cient solution to the hard problem is a no-go on this view. The very idea of neural correlates

of consciousness is debunked in that consciousness is not an exclusively neural phenome-

non.

Third, one need not reify conscious experience in the form of qualia (Something Else as

Well) nor deflate it to the point of reduction. Extended phenomenological-cognitive science

has all the advantages of the identity theory, according to which conscious experiences are

identical to brain states, without the problem of explaining how conscious experiences such

as seeing red could be Nothing But neurochemical events; the phenomenological world of

experience is neither in the head nor in the external world—it is fundamentally relational.

It is important to be clear here concerning what we are not claiming. When one talks about

extended phenomenology, it is (apparently) easy to get the absurd picture in mind of colors,

tastes, and sounds floating around and hiding behinds trees. We are, of course, not claiming

this. Rather, we are claiming that the some of the relationships among the parts of self-orga-

nizing, self-maintaining, dynamical, brain–body–environment systems are phenomenologi-

cal. This will become more clear below.

Finally, this approach to phenomenology-cognition has substantial support from research

in the cognitive sciences, and is fully in line with ecological, dynamical, and enactive

approaches. (A small sliver of this research will be presented below.) Each of these

approaches takes cognitive systems to be extended, rejects representationalism, and compu-

tationalism, and refuses to separate meaningful cognition and phenomenology.

4. Extended phenomenology-cognition

We propose that extended phenomenology-cognition be understood as a variety of niche

construction, one in which the constructed niche is an animal’s cognitive and phenomeno-

logical niche. In biological niche construction, the activity of some population of organisms
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alters, sometimes dramatically, its own ecological niche as well as those of other organisms

(Odling-Smee, Laland, & Feldman, 2003). These animal-caused alterations to niches have

profound and wide-reaching effects over evolutionary time. Phenomenological-cognitive

niche construction has its effects over shorter time scales—an animal’s activities alter the

world as the animal experiences it, and these alterations to the phenomenological-cognitive

niche, in turn, affect the animal’s behavior and development of its abilities to perceive and

act, which further alters the phenomenological-cognitive niche, and on and on.

We depict a schematic extended phenomenological-cognitive system in Fig. 2. Following

enactive and ecological cognitive scientists, we take animals to be self-organizing systems

(Chemero, 2008; Kelso, 1995; Kugler, Kelso, & Turvey, 1980; Kugler & Turvey, 1987; Ma-

turana & Varela, 1980; Thompson, 2007). The animal’s nervous system has an endogenous

dynamics, which generates the neural assemblies that both compose the nervous system and

constitute the animal’s sensorimotor abilities. These sensorimotor abilities are the means by

which the animal’s niche couples with and modulates the dynamics of the animal’s nervous

system. These sensorimotor abilities are coupled with the niche, that is, the network of affor-

dances available to the animal (Gibson, 1979), and interact with it over multiple time scales.

Over behavioral time, the sensorimotor abilities cause the animal to act, and this action

alters the layout of the affordances available, and the layout of affordances perturbs the sen-

sorimotor coupling with the environment (causing, of course, transient changes to the

dynamics of the nervous system, which changes the sensorimotor coupling, and so on). Over

developmental time, the sensorimotor abilities, that is, what the animal can do, selects the

animal’s niche. That is, from all of the information available in the physical environment,

the animal learns to attend to only that which specifies affordances complementing the

Fig. 2. Xxxx.
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animal’s abilities. At the same time, the set of affordances available to the animal pro-

foundly influence the development of the animal’s sensorimotor abilities. So we have a

three-part, coupled, non-linear dynamical system in which the nervous system partly deter-

mines and is partly determined by the sensorimotor abilities which partly determine, and are

partly determined by the affordances available to the animal.

So far, we have given no reason to think that what we have described is a phenomenolog-

ical-cognitive system, as opposed to a merely cognitive system. Seeing that this is also a

phenomenological system requires understanding the nature of affordances. Affordances are

not just properties of an animal’s physical environment. They are relational features of com-

bined animal–environment systems, features that the animal perceives and uses to guide its

action. Affordances are defined in terms of an animal’s abilities; affordances and abilities

also causally interact in real time and are causally dependent on one another in a non-linear

fashion. Affordances are what animals perceive. The animal’s behavioral niche, the set of

affordances that it has learned to perceive and act upon, just is the environment as the

animal experiences it. This underwrites a variety of phenomenological realism, according to

which the entire system, including the environment as experienced, is required to account

for phenomenology-cognition. Conscious experience, on this view, is neither Nothing But

the activity of a brain, but it is also not Something Else as Well. Instead, it is inseparable

from cognition, which is the ongoing activity of a nervous system, body, and niche non-

linearly coupled to one another.

5. Extended phenomenological cognition and evolutionary-developmental biology

In the next section of the article, we attempt to clarify these ideas via some examples of

extended phenomenological-cognitive science. In order to more fully develop the idea that

EPCS are multi-scale self-organizing systems, in this section, we connect extended phenom-

enology-cognition to another recent topic in biology, the relationship among plasticity,

robustness, and autonomy in development (see also Thompson, 2007). Phenotypic plasticity

is the phenomenon in which genetically identical individuals will develop different pheno-

typic traits in different environmental conditions (Kaplan, 2005, 2008 9). Because of pheno-

typic plasticity, a single genotype or genome can produce many different phenotypes

depending on environmental and developmental contingencies (Gilbert and Epel, 2009) 10.

Phenotypic plasticity is just one example of epigenomic processes in which various mecha-

nisms create phenotypic variation without altering base-pair nucleotide gene sequences,

altering the expression of genes but not the gene sequence. In contrast, there are cases in

which genetic or environmental changes have no phenotypic effect. This persistence of a

particular organism’s traits across environmental or genetic changes is called robustness.

Robustess is illustrated by various knock-out experiments whereby a particular gene (or

group of genes) known to be involved in the development of some protein or phenotypic

trait is disabled without disturbing the presence or production of the developmental end

product in question (Jablonka & Lamb, 2005). To account for and model robustness, devel-

opmental biologists have called upon dynamical systems theory. The ongoing development
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of an organism acts as a high-order constraint, which enslaves the components necessary to

maintain its dynamics. Because of this, a developing system will have highly plastic bound-

aries, and will be composed of different enslaved components over time. This plasticity

serves the autonomy and robustness of the developing organism, making it more likely to be

viable. Robustness is closely related to autonomy, another key concept in evolutionary-

developmental biology. Autonomy is the property of living systems to make use of their

environments to maintain themselves. Autonomy is sometimes explained in terms of recur-

sive self-maintenance. Some systems are plastic such that they can maintain stability not

only within certain ranges of conditions, but also within certain ranges of changes of condi-

tions: they can switch to deploying different processes depending on conditions they detect

in the environment.

The same is true of extended phenomenological-cognitive systems. The coupled, dynam-

ical phenomenological-cognitive system is highly opportunistic, and softly assembled from

different resources at different times. Just like the developmental system, the extended

phenomenological-cognitive system can be characterized as a set of order parameters that

enslave components of brain, body, and niche as needed in order to maintain itself. This

means that the spatial boundaries of the extended phenomenological-cognitive system will

change over time, sometimes even contracting temporarily to within an animal’s skin, only

to re-expand moments later (see Fig. 3). As in the case of biological robustness, the plastic-

ity of the boundaries of phenomenological-cognitive systems is a vital part of their

self-maintenance.5 There is, however, a crucial contrast with biological robustness and

autonomy: In the case of extended phenomenological-cognitive systems, the softly assem-

bled system is maintaining the affordances of its softly assembled cognitive-phenomeno-

logical niche.

6. Extended phenomenological-cognitive science

In this section, we present a few examples of extended phenomenological-cognitive sci-

ence. We could easily have discussed the experiments reported in other articles in this spe-

cial issue 11; 12in the same terms, especially Dixon, Holden, Mirman, and Stephen (this issue). 11; 12

Fig. 3. 29Xxxx.
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Work this decade has shown that 1 ⁄ f noise, also known as pink noise or fractal timing, is

ubiquitous in smooth cognitive activity and indicates that the connections among the cogni-

tive system’s components are highly non-linear (Ding, Chen, & Kelso, 2002; Holden, Van

Orden, & Turvey, 2009; van Orden, Holden, & Turvey, 2003, 2005; Riley & Turvey, 2002).

van Orden et al. (2003) argue that 1 ⁄ f noise found in an inventory of cognitive tasks is a sig-

nature of a softly assembled system exhibiting and sustained by interaction-dominant

dynamics, and not component-dominant dynamics. In component-dominant dynamics,

behavior is the product of a rigidly delineated architecture of components, each with pre-

determined functions; in interaction-dominant dynamics, on the other hand, coordinated

processes alter one another’s dynamics, with complex interactions extending to the body’s

periphery. Soft device assembly as the product of strongly non-linear interactions within

and across the temporal and spatial scales of elemental activity can account for the 1 ⁄ f char-

acter of behavioral data, while assembly by virtue of components with predetermined roles

and communication channels cannot.

Research on the role of 1 ⁄ f noise in cognition has allowed a series of studies that

bring complex systems research to bear on central issues in cognitive science. In one

example Stephen, Dixon, and Isenhower (2009), Stephen and Dixon (2009), Stephen,

Boncoddo, Magnuson, and Dixon (2009) have modeled insight (the phenomenology of

the ‘‘aha moment’’ and changes in performance) in problem solving as a phase transi-

tion in a non-equilibrium dynamic system. They found that learning a new strategy for

solving a problem coincides with a temporary increase appearance in 1 ⁄ f noise, as mea-

sured in hand and eye movements. Dixon et al. (this issue) use this story to construct a

multi-fractal theory of cognitive development, explicitly connecting their theory to com-

plex systems work in a broad range of disciplines. Moreover, research concerning 1 ⁄ f

noise in cognition has made theoretical questions that initially seemed ‘‘merely philo-

sophical’’ accessible to experimental examination. For example, van Orden et al. (2003)

use 1 ⁄ f noise to gather direct evidence showing that, in certain cases, cognitive systems

are not modular; rather these systems are fully embodied, and include aspects that

extend to the periphery of the organism.

Drawing on this work, Dotov, Nie, and Chemero (2010) have shown that cognitive sys-

tems can be made to extend beyond the periphery to include artifacts that are being used.

Participants in these experiments play a simple video game, controlling an object on a moni-

tor using a mouse. At some point during the 1-min trial, the connection between the mouse

and the object it controls is disrupted temporarily before returning to normal. Dotov, Nie

and Chemero found 1 ⁄ f noise at the hand-mouse interface while the mouse was operating

normally, which decreased during the disruption. This indicates that, during normal opera-

tion, the computer mouse is part of the smoothly functioning interaction-dominant system

engaged in the task; during the mouse perturbation, however, the 1 ⁄ f noise at the hand-

mouse interface decreases temporarily, indicating that the mouse is no longer part of the

extended interaction-dominant system.6

Crucially for current purposes, the Dotov et al. experiments were designed to gather evi-

dence for an aspect of Heidegger’s phenomenological philosophy, his purported transition

from ready-to-hand to unready-to-hand modes of experience (Heidegger, 1962). When we
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experience tools as ready-to-hand, we ‘‘see through’’ them and our awareness is of the

activity we are using the tools to engage in. When the tool malfunctions temporarily, we can

no longer see through it, and it becomes the focus of our attention. In the experiments, when

the mouse was controlling the on-screen pointer appropriately, participants experienced

their control of the pointer in the simple video game; the mouse was experienced as ready-

to-hand. When the connection between mouse movements and the on-screen pointer is

disrupted, the participants paid explicit attention to the mouse; it was experienced as

unready-to-hand. This phenomenological transition was apparent in the character of the

noise at the hand-mouse interface. Like the Stephen et al. experiments on insight and the

‘‘aha moment,’’ the Dotov et al. experiments highlight the explicit study of phenomenology

in extended phenomenological-cognitive science.

7. Coda concerning the ‘‘Hard Problem’’

Because we have been arguing that phenomenology and cognition are inseparable, there

is no reason to invoke qualia in our explanation of consciousness. The motivation behind

qualia is that we could explain all of cognition, but fail to explain phenomenal conscious-

ness. With this possibility, phenomenology is Something Else as Well. This is not possible

if, as suggested above, phenomenology and cognition are inseparable. There are no qualia.

But sometimes it is argued that a version of the hard problem of consciousness arises even if

there are no qualia. The problem, when put this way, is why does subjectivity exists at all.

Even phenomenologists like Gallagher and Zahavi (2008) 13, who are quaila doubters and who

believe that phenomenology and cognition are inseparable, believe in this version of the

hard problem.

And the hard problem does not dissapear if one (rightfully) denies the existence of [qua-

lia], and if one, so to speak, relocates the phenomenal ‘outside’ rather than ‘inside’. The

hard problem is not about the existence of non-physical objects of experience, but the

very existence of subjective experience itself; it is about the very fact that objects are

given to us. (2008, 118)

But our account does account for the existence of subjective experience, and in so doing

obviates the hard problem.

To see that this is the case, consider that the primary objects of experience are affor-

dances. Affordances are relations between the action abilities of an animal and the features

of the environment surrounding it (or him or her). When an animal perceives affordances, it

(or he or she) perceives the world in terms of what it (or he or she) can do (Chemero, 2003,

2008, 2009). That is, what we perceive is for us precisely because it is defined in terms of

us. Subjective experience exists because the objects of perception (and experience) are not

fully independent of the experiencer—perceivers and perceivables are non-linearly, causally

coupled to one another at multiple time scales. The affordances a subject experiences belong

to the subject.
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We can make the same point using Gibson’s original account of affordances. Gibson

described them as follows.

[A]n affordance is neither an objective property nor a subjective property; or it is both if

you like. An affordance cuts across the dichotomy of subjective-objective and helps us to

understand its inadequacy. It is equally a fact of the environment and a fact of behavior.

It is both physical and psychical, yet neither. An affordance points both ways, to the envi-

ronment and to the observer. (1979, 129)

The hard problem is the problem of accounting for subjectivity in a world of objects. Af-

fordances, however, are not objects. Indeed, as Gibson notes, they point out the inadequacy

of the dichotomy between subjectivity and objectivity. Without this hard and fast subjec-

tive–objective cut, accounting for the existence of subjectivity does not seem at all impossi-

ble. Indeed, 25 years of scientific research on affordances indicates that there is no barrier at

all to scientific accounts of subjective–objective hybrids. This research provides a possible

way forward in the science of cognition and consciousness, allowing a way to see between a

Nothing But and a Something Else as Well.

Notes

1. Throughout this article, we use the words ‘‘consciousness,’’ ‘‘experience,’’ and ‘‘phe-

nomenology’’ as synonyms to describe awareness of the rich type that humans have.

We typically use the word ‘‘phenomenology’’ and ‘‘experience’’ to describe our own

views because they have less baggage among cognitive scientists and philosophers of

cognitive science than ‘‘consciousness.’’ The term ‘‘qualia’’ is supposed to refer to

raw, uninterpreted feels—the ‘‘what it is like’’ to experience a particular shade of pur-

ple, that is supposed to be separable from your knowing that it is a part of the sunset

you are viewing. We do not believe in qualia.

2. This is, of course, a very contentious claim. It has been disputed by Adams and Aiza-

wa (2001, 2008) 27and Rupert (2004) among others, and defended by Clark and Wilson

(jointly and together: Clark, 1997; Wilson, 2004; Wilson and Clark, to, appear),

among others (e.g., us: see Chemero and Silberstein, 2008a, 2008b). For now, pretend

that it is true.

3. This is partly why wide computationalism was set aside earlier. Wide computational-

ism is a representational theory of cognition.

4. Ironically, this separation of meaningful cognition and consciousness was institution-

alized by Dennett’s (1969), despite the fact that Dennett has consistently argued

against the intuition that machines could not have conscious experience and has con-

sistently attempted to debunk qualia.

5. Clark (2007) is apologetic about the changing boundaries of extended cognitive sys-

tems. This, we think, is a mistake. Plastic boundaries are essential features of extended

cognitive systems.
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6. Whether 1 ⁄ f noise definitively indicates that a system is interaction dominant has been

controversial. For example, Thornton and Gilden (2005) and Torre and Wagenmakers

(2009) argue that 1 ⁄ f-like scaling might result from a component-dominant system.

Recently, however, Ihlen and Vereijken (2010) have shown that the presence of multi-

fractality demonstrates definitively that a system is interaction dominant. Ihlen and

Vereijken reanalyze the data from van Orden et al. (2003), and show that it is multi-

fractal. Dotov, Nie, and Chemero (forthcoming) demonstrate multifractality in the

results from Dotov et al., 2010.
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B
or

ore.g.

under character

over character(As above)

through character    or

where required

Insert ‘superior’ character

Insert ‘inferior’ character

Instruction to typesetter

Insert superscript

Insert subscript

 under character

e.g.

 over character

e.g.

(As above)

(As above)

Insert full stop

Insert comma

linking characters

through character    or

where required

Transpose

Close up

Insert or substitute space

between characters or words

or

or

and/or
(As above)Insert double quotation marks

or
(As above)Insert single quotation marks

(As above)Insert hyphen

Start new paragraph

between characters or

words affected

Reduce space between
characters or words

through single character, rule or underline

through all characters to be deleted

followed by new 




